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Assumptions/Scope/DisclaimerAssumptions/Scope/Disclaimer

� Assumption: Audience has a basic 
understanding of the OLS 4.5.x architecture

� Scope: OC 4.5.2/RDC 4.5.3/TMS 4.6/AERS 
4.6.x/Siebel 8.x. 

� Disclaimer: These methods are for debugging 
production environment problems.  They are 
not intended for bypassing security measures 
or regulatory policies, and nothing in this 
presentation should be construed as intended 
for such purposes.
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Requirements for Debugging and Problem Requirements for Debugging and Problem 

Analysis Within Production OLS Analysis Within Production OLS 

environments.environments.

� OLS production environments, especially those 
running RDC or with a global user base, have close 
to 24x7 usage and availability requirements.

� This type of environment increasingly presents 
problems and issues which must be debugged and 
analyzed in the production environment due to 

� critical time constraints

� dependency on production infrastructure or 
components which are part of the issue

� dependency on production data which does not 
exist elsewhere
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Requirements for Debugging and Problem Requirements for Debugging and Problem 

Analysis Within Production OLS Analysis Within Production OLS 

environments. (2)environments. (2)

� While creating refreshed copies/clones of the production 
environment and reproducing a production issue is the best 
analytical method, it is not always practical because:
� Production environments are more complex and 
sometimes can not be duplicated 100% in their entirety 
in a test environment (such as load balanced servers, 
public-facing network components, secure data)

� Sufficient infrastructure (such as disk space and servers) 
may not exist to make copies of the production 
environment

� Downtime may be required to create production copies 
which may not be available

� System Administrator/DBA/Application Administrator 
resources and availability may not exist or may not be 
available in time
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Requirements for Debugging and Problem Requirements for Debugging and Problem 

Analysis Within Production OLS Analysis Within Production OLS 

environments. (3)environments. (3)

� Executing many debugging techniques as documented 
can:
� Cause short outages/downtimes which impact multiple users

� Negatively impact performance for all users

� Generate an excessive amount of debugging information/large 
logs, making it difficult to isolate a problem

� Having a way to debug a specific user's issue without 
effecting the production environment performance, 
causing downtime, or generating excessive debug files 
is a tremendous advantage in a production 
environment
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Summary of Previously Summary of Previously 

Discussed Debugging MethodsDiscussed Debugging Methods

� Database Level RDBMS tracing for a running 
user’s session
� Useful for tracing an already running session

� Static HTML file generation for individual 
testing of Forms-related configuration changes, 
not at the system-wide formsweb.cfg level 
� Useful for testing changes related to forms 
parameters or tracing forms which crash for a 
specific user

� Setting environment variables for specific 
sessions, not at the registry level
� Useful for hiding forms such as OS Password, Job 
Scheduling and Reports Queue Monitoring
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Setting User Logon TriggersSetting User Logon Triggers

� Allows tracing or a session change to 
start at the time of the user logon

� Useful when
� an entire job submitted by a user needs to 
be traced

� the user’s session fails during the login 
process

� a session modifiable parameter needs to be 
changed/tested at the user level

� Very useful in performance tuning, when 
combined with local schema objects
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Setting User Logon Triggers: Setting User Logon Triggers: 

MethodMethod

� If the users themselves have CREATE TRIGGER 
privilege at the RDBMS level, a trigger can be 
compiled of the following form shown below.

� This example shows a tracing trigger than can 
be enabled for the specific user’s session only.
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Setting User Logon Triggers: Setting User Logon Triggers: 

Method (2)Method (2)

� The trigger can be enabled at any time

� alter trigger ops$<user>.on_logon enable;

� This is especially useful for job tracing if 
a user must first interactively log on, and 
then submit a job.  The trigger is enabled 
only AFTER the user initially logs on
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Setting User Logon Triggers: Setting User Logon Triggers: 

Method (3)Method (3)

� Be sure to disable or drop the trigger when 
tracing or testing is complete
� alter trigger ops$<user>.on_logon disable;
� drop trigger ops$<user>.on_logon;

� A Logoff trigger can also be defined to reverse 
any changes from the Logon Trigger:



12©2007 DBMS Consulting, Inc. Unauthorized Duplication is Strictly Prohibited                                   Presented by: Sunil G. Singh

OCUG 2007 Atlanta: A&CM Focus Group; OLS OLS debugging methods and problem analysis 28-SEP-2007

Setting User Logon Triggers: Setting User Logon Triggers: 

Isolating potential RDBMS changesIsolating potential RDBMS changes

� Sometimes, this method is extremely useful to 
isolate potential RDBMS level changes to a 
specific user, so that they can be tested at the 
user level before impacting an entire 
production RDBMS.

� Changes to optimizer settings can be evaluated 
in this way, and optimizer bugs can be isolated 
if setting a User Logon trigger changes the 
behavior of a specific function
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Setting User Logon Triggers: Setting User Logon Triggers: 

Isolating potential RDBMS changesIsolating potential RDBMS changes

� In the case below, the Cost-Based Optimizer (CBO) 
settings for index caching and index costing are being 
tested at the user level before being changed at the 
RDBMS level

� If a specific script or database object, such as view, is 
being tested for performance, a local copy can be made in 
OPS$<USER>’s schema to evaluate these specific 
optimizer settings on that specific script or database object 
for isolated performance testing.
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Cross Referencing Desktop Client Cross Referencing Desktop Client 

session to Application Tier to RDBMSsession to Application Tier to RDBMS

� It is useful to determine which desktop user is 
connect to which Application Tier process

� Also, it is useful to relate this process back to the 
specific RDBMS process

� It is possible to map:
� Application Server Process => Desktop IP address and 
username

� RDBMS Process => Application Server Process
� OS Process on the RDBMS Server => RDBMS Process

� This allows identification of “dead” or “orphaned”
processes which can exhaust CPU, temporary space 
or server memory and provides an analytical method 
of killing these processes.
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Cross Referencing Desktop Client Cross Referencing Desktop Client 

session to Application Tier to RDBMSsession to Application Tier to RDBMS

� In Forms 6i (6.0.8.x) on Windows, each user connection 
creates at least one ifweb60.exe process

� At the time the ifweb60.exe is running normally, there is a 
.rti file created in the %ORACLE_806_HOME%\forms60\em 
directory, of the form em_<####>.rti, where the <####> 
is the Windows process ID of the ifweb60.exe process.

� The contents of this em_<####>.rti is shown below
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Cross Referencing Desktop Client Cross Referencing Desktop Client 

session to Application Tier to RDBMSsession to Application Tier to RDBMS

� From the em_<####>.rti file, the user ID and the IP 
address can be determined.

� When the session terminates normally, the 
em_<####>.rti file is removed.

� When the session times out or crashes, the 
em_<####>.rti remains and is not removed.

� Since Windows uses the same process ID over and 
over, these .rti files can be re-used and have multiple 
sections

� Also, in a Citrix environment, the .rti file will show the 
Citrix server IP address and not the desktop user’s IP 
address.
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Cross Referencing Desktop Client Cross Referencing Desktop Client 

session to Application Tier to RDBMSsession to Application Tier to RDBMS

� The Windows process ID is the same as the first part of 
the process column in v$session in the RDBMS level.

� When querying v$session, be sure to include the 
username, process, program AND terminal column in 
environments where multiple Middle Tiers can connect to 
the same instance.  This allows the correct identification 
of the Middle Tier and the correct ifweb60.exe process

� The second part of the process column is the Windows 
thread id. The thread ID can NOT be seen through the 
normal Task Manager process list and different utilties
are required to see the thread ID.

� The OS-level process ID can be identified by joining 
PADDR in v$session to ADDR in v$process. The SPID is 
the process ID of the corresponding TNS listener process 
on the RDBMS Server if Dedicated Listener is being used.
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Using URL additions for direct URL Using URL additions for direct URL 

calls for Debugging Parameterscalls for Debugging Parameters

� Sometimes, an additional URL can be used 
instead of a static .html file to pass parameters 
to an application.

� This is especially true of RDC 4.5.2 and RDC 
4.5.3, which do not use J-Initiator and therefore, 
do not respond to configurations or changes in 
formsweb.cfg

� Nearly all parameters in formsweb.cfg can be 
passed in the URL directly, but some applications 
do require the launch page to be used to work 
100% correctly
� RDC can not compute local PC timestamps if the RDC 
launch page is not used.
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RDC 4.5.2 OnRDC 4.5.2 On--Site Individual Site Individual 

URL DebuggingURL Debugging

� Using variables in the calling URL, the following types 
of debug should be possible:
� http://<Middle_Tier.Domain>/opardc/rdcLogin.do?event=doSe
tup&debug=<options>

where <options> are:

� all (all of the options below)

� dcapi (Debug DCAPI, similar to OPA_DCAPI_PDF_DEBUG 
registry key = Y)

� plugin (Debug RDC PDF Plugin, similar to setting the Debug in 
the Acrobat Reader => Oracle Clinical menu)

� surround (Debug the Servlet, similar to setting the debug in 
the web.xml file)
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RDC 4.5.3 Individual URL RDC 4.5.3 Individual URL 

debuggingdebugging

� The general URL is of the form:
� http://<Middle_Tier.domain>:7778/olsa/oc/rdcLogin.do?event
=doSetup&db=<global_tns_name>&debug=<options>

� This url also support additional debug parameters with 
&debug added to the end of the URL:
� ALL (all of the options below, but ALL must be in Capital 
Letters)

� dcapi (Debug DCAPI, similar to OPA_DCAPI_PDF_DEBUG 
registry key = Y)

� plugin (Debug RDC PDF Plugin, similar to setting the Debug in 
the Acrobat Reader => Oracle Clinical menu)

� surround (Debug the Servlet, similar to setting the debug in 
the web.xml file)
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Additional Individual URL Additional Individual URL 

debuggingdebugging

� Most OC/TMS/RDC URLs will support a &userid= 
parameter, where the userid is of the form 
<username>/<password>@instance.

� While this will allow automatic login to an 
application, its intended use is within a Single 
Sign-On environment, where the URL would be 
hidden from users but the login information would 
be constructed from an external source, such an 
AD or LDAP repository

� Most OC/TMS/RDC URLs will also support a 
&record= parameter, where record can be set to 
all or collect to create Forms tracing or measure 
statistics about the speed of the Form.
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Decompiling .class files for Decompiling .class files for 

Debugging Analysis ONLYDebugging Analysis ONLY

� The J2EE code which is currently available for RDC 
4.5.2 and RDC 4.5.3 can be decompiled into source 
java code in most cases.

� Several freeware/GNU programs exist which provide 
the option of resolving .class files into source .java 
code.

� These should be used only for purposes of debugging 
servlet code in the case where specific problems are 
encountered which are clearly the result of the servlet
behavior
� Hard 2 hour disconnect timeout limit in RDC 4.5.0.  This could 
only be determined by examining the source code of the 
specific class which caused this disconnection.
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Using 10g Grid Control for Monitoring Using 10g Grid Control for Monitoring 

RDC 4.5.3 and Siebel Clinical 8.0RDC 4.5.3 and Siebel Clinical 8.0

� Since RDC 4.5.3 runs solely on Oracle AS 10g R2 
without additional Plug-Ins, it is a true J2EE application 
running with Oracle Containers for Java or OC4J

� Siebel Clinical can also Optionally deployed with the 
same technology stack for its application servers, 
although this is not required

� Oracle has introduced OEM 10g Grid Control with 
extensions to natively monitor and control both OC4J 
applications as well as Siebel RDBMS and application 
servers.
� OEM requires that the Siebel Application Pack for OEM be 
installed on top of OEM 10g Grig Control to monitor Siebel

� Additionally, Siebel itself has some detailed logging 
configuration options available



24©2007 DBMS Consulting, Inc. Unauthorized Duplication is Strictly Prohibited                                   Presented by: Sunil G. Singh

OCUG 2007 Atlanta: A&CM Focus Group; OLS OLS debugging methods and problem analysis 28-SEP-2007

Using 10g Grid Control for Using 10g Grid Control for 
Monitoring RDC 4.5.3Monitoring RDC 4.5.3

� As shown in the next example, any J2EE application running in 
OC4J, such as RDC 4.5.3, can be monitored and controlled once 
a OEM 10g Grid Control agent is installed on the same 
Application Server running RDC 4.5.3.  

� The Oracle Enterprise Manager Concepts Guide describes some 
possible Monitoring options and alerts show below
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Using 10g Grid Control for Using 10g Grid Control for 
Monitoring RDC 4.5.3 (2)Monitoring RDC 4.5.3 (2)
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Siebel Architecture overviewSiebel Architecture overview
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Using 10g Grid Control with Oracle Using 10g Grid Control with Oracle 

Application Management Pack for Monitoring Application Management Pack for Monitoring 

Siebel CRMSiebel CRM
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Types of Logging in available in Types of Logging in available in 
Siebel Clinical: Application Object Siebel Clinical: Application Object 
ManagerManager
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Types of Logging in available in Types of Logging in available in 
Siebel Clinical: Application Object Siebel Clinical: Application Object 
Manager (2)Manager (2)

� Excerpted from Siebel Systems Monitoring and Diagnostics Guide, previous, 
current, next slides
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Types of Logging in available in Types of Logging in available in 

Siebel ClinicalSiebel Clinical

� Log Levels are 1=Most Severe to 6=Informational messages
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ConclusionsConclusions

� The OLS Application Suite has become more 
complex but many components are using more 
current technologies.  As a result, there are 
more options available to analyze and debug 
production level problems and issues

� It is still possible to utilize the core RDBMS-
level and Forms level methods shown to isolate 
and identify issues in many cases, even when 
complex architecture or technology stacks are 
present



32©2007 DBMS Consulting, Inc. Unauthorized Duplication is Strictly Prohibited                                   Presented by: Sunil G. Singh

OCUG 2007 Atlanta: A&CM Focus Group; OLS OLS debugging methods and problem analysis 28-SEP-2007

Question and Answers Question and Answers 

All follow-up questions, please contact:

Sunil G. Singh
singh@clinicalserver.com
+1-860-983-5848
+1-888-463-4751
+91-98-181-34-017

Jose Garcia
jgarcia@clinicalserver.com
+1-347-452-9501

Dr. Letian Liu
lliu@clinicalserver.com
+86-134-0212-4879


